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Open Science Framework (OSF): Reproducibility
Project

@ JEP:LMC, JPSP, and Psychological Science
@ 167 replication attempts (22 April 2015)
@ Successful replication?
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Assessing replications with p-values

Example: Successful Replications?

Replication result

o porig = 0477 norig = 100 & prep = 047, nrep = 100
(*} pOrig = 0477 norig = 100 & prep = 757, nrep = 100
o porig == 047, norig = 25 & prep = 051 ) nrep = 100

v

Conclusion: p-values and replications

@ Typically, Norig < Nrep

@ Typically, not informative: porig < .05 and prep > .05. Need
a continuous measure of evidence.

A
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Assessing replications with default Bayes factors

Bayes Factors

The pros of Bayes factors

@ Evidence for M1 and Mg

@ BFqo(d) =7, the data d are seven times more likely to be
generated from the alternative model M

@ BFo(d) =1/7, the data d are seven times more likely to
be generated from the null model My, as BFy1(d) =7

The cons of Bayes factors
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Assessing replications with default Bayes factors

Bayes Factors

The pros of Bayes factors

@ Evidence for M1 and Mg

@ BFqo(d) =7, the data d are seven times more likely to be
generated from the alternative model M

@ BFo(d) =1/7, the data d are seven times more likely to
be generated from the null model My, as BFy1(d) =7

The cons of Bayes factors

@ Comparative measure of evidence
@ Computationally hard
@ Sensitive to the prior choice
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Assessing replications with default Bayes factors

Example: Successful Replications?

Replication result

o BF10(dor|g) = 7, norig = 25 & BF10(drep) = 3, nrep = 100

Conclusion: Default Bayes factors and replications
@ Not informative

@ Need to link the two doyig t0 Grep.
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Replication Bayes Factor as a Modified Default Bayes Factor

The Verhagen and Wagenmakers (2014) Proposal

@ Replication Bayes factor defined as a modification of a
default Bayes factor

@ Default Bayes factor constructed from priors 7(¢, #) within
My and 7(¢) within My, ¢ are nuisance parameters, ¢
test-relevant parameter

@ Linking dyig t0 drep: Use (¢, 0 | dorig) Within My as a prior
for the new data diep

@ Computational method to approximate (¢, 0 | dorig),
sampling method.

@ Generalisations? Theoretical properties? Well-behaved?
Relationship to default Bayes factor?
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Default Bayes Factors

Default Bayes Factors

~ p(d| M)
BFio(d) = p(d| Mg)

@ p(d| Mp) marginal likelihood
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Default Bayes Factors

o fo £(d | 6,0)n(6, 0)dodo
BF10(d) = = @ 6. fo)n(0)d0

@ User: Likelihood functions f(d | ¢,0) and f(d| ¢, p).
Example: Binomial rate 6y = 1/2, correlation test
0o = p =0, etc.
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Default Bayes Factors

Default Bayes Factors

Jo f(d | ,00)m(0)do

BF1o0(d)

@ User: Likelihood functions f(d | ¢,0) and f(d| ¢, 0p).
Example: Binomial rate 6y = 1/2, correlation test
0o = p =0, etc.

@ Statistician: Priors (¢, ) and 7(¢) Example: uniform on 6
Jeffreys (1961), scaled beta distribution on 6 in a
correlation test (Ly, Verhagen & Wagenmakers, in press),
etc.
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Default Bayes Factors

Default Bayes Factors

Jo Jo f(d | . 0)m(0.0)dodg
BFro(al) = = ﬁ F(d [, 00)m(0)dd

@ Statistician: Priors (¢, ) and 7(¢) Example: uniform on 6
Jeffreys (1961), scaled beta distribution on 6 in a

correlation test (Ly, Verhagen & Wagenmakers, in press),
etc.

@ Model selection consistency: If d of size nis generated
from My, BF1p(d) — oo as n — oo and when d is
generated from Mg, BF1o(d) — 0 as n — cc.
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Default Bayes factor applied to drep

fq> fe f(drep | ¢, 0)7 (¢, 0)d0de
Jo f(Ghep | &, 60)7(0)do

BF10(drep) =

@ Answers: “Is there an effect?”
@ Want: to answer “Is the experiment replicated?”
@ Need: Link with dyig
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Default prior for binomial:
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Original data yorig = 7 successes in nyyig trials
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Comparison between the two priors
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Linking dorig to arep Within a default Bayes factor

= ~ Jo Jo f(ep | ¢, 0)7(¢. 0| dorig)dde
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@ Answers “Is the experiment replicated?”
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Original data yorig = 7 successes in nyyig trials
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Replication Bayes Factors

Replication Bayes Factor: Linking Data

Linking dyrig to arep Within a default Bayes factor

fcp f@ f(drep ‘ b, Q)W(gb, 0 ’ dong)d(gdﬁZS
Jo f(drep | &, 60)7(¢)do

BFrO(drep)

@ Answers “Is the experiment replicated?”
@ 7(¢,0 | dyig) proponents’ idealised beliefs

@ Computationally: Verhagen and Wagenmakers (2014)
approximate (¢, 0 | dorig) and use a sampling method

@ 7(¢) skeptics’ totally unmoved beliefs
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Replication Bayes Factors

The Replication Bayes Factor

fCD f@ f(drep ‘ ¢7 0)77-(@25; 0 ‘ dorig)dedgb
Jo F(dhep | &, 60) (¢ | Corig)d¢p

BFrO(drep) —

@ Answers: Is the experiment replicated?
@ (¢, 0| durig) updated

@ 7(¢| durig) also updated

@ Simplies dramatically
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Replication Bayes Factor as a Modified Default Bayes Factor
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Replication Bayes Factors

Main Result:

BF1O(drepa dorig)

BFrO(drep) = BI:1O(drep ‘ dorig) = BF10(dorig)

@ Philosophically: Model selection consistent if BF(d) is
@ Computationally: Use the computational method of the
default Bayes factor

@ Interpretation: A replication is successful, if the combined
data dy = (drep, dorig) Yield at least as much evidence for
the alternative as dyyig alone
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Binomial

Binomial Test

Default Bayes factor (Jeffreys, 1961; Wagenmakers et al.,
2014) with a uniform prior on ¢

SWPRLAARISZS]

@ Good theoretical behaviour: Model selection consistent
and more.




Examples
@000

Binomial

Binomial Test

Default Bayes factor (Jeffreys, 1961; Wagenmakers et al.,
2014) with a uniform prior on 6

BF1o(y, n) = 1/dbeta(1/2, y+1, n-y+1)

@ Computational implementation in R
@ Need: Yorig, Norig and Yai, Nai
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Binomial

Combining Artificial Data

@ dyig : (YOrig =10, Norig = 10)
@ Orep : (YOrig =0, nrep = 10)
@ dy : (Yan = 10, ng = 20) (Typical for Mo)

Bayes factors

@ BF10(Yorigs Norig) = 93.09
@ BF1o(Vrep, Mrep) = 93.09 (opposite direction)
® BF1o(Yan, Man) = 0.27

@ BFyo(dan| dorig) = 0.0029. Hence, evidence against
replication; BFo(dorig) Works as a penalty.
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Binomial

Replication Bayes Factor and Penalty

Recall
BF1o(d
BF o(Chep) = BF 10(Chep | dlrig) = #(d”g))
Taking the logarithm
pegelty

|09 BF1O(drep | dorig) — |Og Bl:10(dall) - Irog BF1O(dori95
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Binomial

Sequential View of the Replication Bayes Factor

log(2000) - BF10(dori)=93

N

log(100) |

log(1)

Iog(1 /100) I

log(1/2000) - | \ \ \ 1

Sample size n
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Pearson’s Correlation

Correlation Test

Default Bayes factor (Jeffreys, 1948; Ly, Verhagen &
Wagenmakers, in press), scaled-beta prior on 6 = p, Jeffreys
prior on jix, ox, iy, 0y (NUiSaANce).

BF10(d) =/ 3+ EE;

2,:1 (n£1’ n51 ; ngrz; r2)

@ Good theoretical behaviour: Model selection consistent
and more.
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Pearson’s Correlation

Correlation Test

Default Bayes factor (Jeffreys, 1948; Ly, Verhagen &
Wagenmakers, in press), scaled-beta prior on 8 = p, Jeffreys
prior on py, ox, iy, 0y (NUisance).

BF10(n, r) = bf10Corrie(n, r)

@ Implemented in R and used in JASP
@ Need: forig, Norig @nd and ryy, Ny
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o dorig . (nong = 1153, rorig = —0.03)
o drep . (nrep = 1920, rrep = 001)

@ dy : (na = 3073, ryy = —0.001) (Raw data thanks to
Donellan et al.)




Examples
lo]e] le}

Pearson’s Correlation

Donellan et al. (2015). Lonely people do NOT shower longer

Replication of a null hypothesis

4,
r=-0.03
< N =1153
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Pearson’s Correlation

Donellan et al. (2015). Lonely people do NOT shower longer

Replication of a null hypothesis

4,
r=0.01
= N = 1920
E 27
®
=
2 o
‘0
o
o
£
o -2
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_4 -
1.0 15 2.0 25 3.0 35 4.0

Lonely
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Bayes factors
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Pearson’s Correlation

Donellan et al. (2015). Lonely people do NOT shower longer

Replication of a null hypothesis

o dorig . (nong - 1153, rorig - _003)
o drep . (nrep == 1920, rrep == 001)

@ dy : (na = 3073, ryy = —0.001) (Raw data thanks to
Donellan et al.)

Bayes factors

(*] BF01 (da”) =44.08

@ BFo1(dan | dorig) = 2.73. Hence, evidence for a replication
of the null hypothesis
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Conclusion

Conclusion and Future Endeavours

@ Replication Bayes factor: Inherit all good properties of the
default Bayes factor

@ No need for complicated calculation, only the test statistic
over the combined data dy

@ Requires full data: Social problem, publish raw data(!!)

@ Requires full data: Quantify loss of information for
insufficient statistics

@ Implementation in JASP
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