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Overview
1. Machine Learning as a statistical tool 

• “Brain reading” 

2. Machine learning as a model of the brain 

• Mechanistic model of visual cortex 

• Cognitive model of categorisation 

3. Machine Learning and the Simon Task









Race stopping model



Race stopping model



What do we learn

• We can “decode” mind-wandering 

• All modalities are informative 

• No real mechanistic understanding 

• Cognitive model can help to some extent



Functional MRI



Functional MRI
Massively univariate 

100.000 t-tests



Functional MRI
Massively univariate 

100.000 t-tests





















Supervised MVPA

• Most fMRI research use some sort of 
paradigm with clearly separable conditions 





MVPA
• Exploiting multivariate nature of functional MRI 

data 

• Supervised learning in task paradigms 

• Decoding 

• Similarity measures 

• Unsupervised learning in resting state



MVPA

• MVPA can find effects that univariate analysis 
cannot 

• Neuroscientists love this (note that fMRI 
dataset ~= 15,000 - 50,000 euros) 

• Kriegeskorte: MVPA can learn us something 
about how the brain represent information



Generative models
• Lately: Bayesian approach to modelling of brain 

data 

• Generative model stimulus -> brain activity 

• P(brain_activity | stimulus) 

• With Bayes’ rule we can now infer the stimulus 
using the brain data! 

• P(stimulus | brain_activity)
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Deep Learning



Deep Learning
• Artificial Neural Networks 

• Hype in the 80s 

• Somewhere in-between supervised 
and unsupervised learning 

• Interest declined in 90s and 00s 

• 2006: some crucial papers by 
Geoffrey Hinton’s group in Toronto 

• 2016:Big idea of artificial intelligence. 
Lots of media and business attention



Deep Learning



Deep Learning
Imagenet: 1.2 miljoen plaatjes met 1000 klasse



Deep Learning
Imagenet: 1.2 miljoen plaatjes met 1000 klasse 
17% correct
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Anti-deep learners



Category learning
• What is a house? What is a 

horse? When does a giraffe 
become a horse? 

• How many giraffes do you 
have to show a child before it 
understands what a giraffe is? 

• Sparse data 

• Generalising



Category learning

• Deep learning needs 
hundreds of examples 
to learn categories. 

• They don’t use 
structural priors



Category learning

Lake et al. ,2015
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Category learning

Lake et al. ,2015



Simon task



Simon task taps on the executive control function that inhibits irrelevant response



(Wylie, et al., 2009)

(Wylie, et al., 2010)



(Van Den Wildenberg, et al., 2010; De Jong et al., 1994; Ridderinkhof, 2002)

1. Activation-suppression model

2. Passive decay of the spatial attribute (Hommel, 1994)
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Left Left

irrelevant

Incongruent > congruent (same response hand)

relevant irrelevant relevant irrelevant



Visual

RED: Left_Congruent < Right_Incongruent (Always left response)
BLUE: Right_Congruent < Left_Incongruent (Always right response)





irrelevant







test train train

train test train

train train test



SVM hyperplane distance



SVM hyperplane distance



SVM hyperplane distance

irrelevant







Summary

• The “irrelevant feature stimulus” feature can be 
detected in the visual task using MVPA 

• The trial-to-trial fluctuations in this measure 
predict size and temporal dynamics of Simon 
effect



Thanks for your attention


